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We have devised a method of quantifying the size and shape of the probe in a Gaussian-beam
lithography system. The technique is robust, being insensitive to noise, but is sensitive to changes
in the probe size of as little as ±0.5 nm. We have determined that the probe shape of our system is
indeed well fit by a Gaussian, with a best-focus full-width half-maximum of 6.5±1 nm. We are able
readily to quantify the effects of astigmatism on the system. In addition, the approach we describe
can be extended to deal with arbitrary point-spread functions. © 2004 American Vacuum
Society. [DOI: 10.1116/1.1821579]

INTRODUCTION

Characterizing the probe in scanning probe instruments
accurately is essential in order to understand their perfor-
mance, but it is generally extremely difficult to do so. In
particular, in electron beam lithography tools, it is desirable
to know not only the probe size, but also the details of the
probe shape. If the probe shape is known, it is then possible
to begin separating the various effects that contribute to the
resolution limit of the system: probe shape, energy deposi-
tion distribution, resist chemical changes, and development
processes. In practical terms, a known probe shape would
permit the development of a more effective interproximity
effect correction algorithm, which should improve the pro-
cess latitude for very small features.
The most commonly used technique for spot size mea-

surement in Gaussian beam lithography tools is the knife-
edge scan.1 This approach has numerous potential sources of
error, such as edge sharpness, contamination, and electron
scattering in the sample. More robust techniques rely on
Fourier methods, such as those proposed by Zhang et al.2

and Joy,3 but these do not yield a measure of the spot shape
unless assumptions about the spatial frequency distribution
are made (e.g., it is white). They are also unable to detect
asymmetry in the point-spread function (PSF) because they
rely on estimates of the probe spatial power spectrum.
In this article we describe a probe shape measurement

technique that we have implemented on our electron beam

lithography system. We also present results obtained with
this method and discuss the advantages and disadvantages of
our technique as compared with others.

PROBE-SHAPE MEASUREMENT METHOD
In principle, a probe’s shape can be determined by imag-

ing a perfectly known test sample with that probe and then
using a deconvolution process on the resulting image. Unfor-
tunately, since we are typically always at the limit of resolu-
tion, it is almost impossible to find a method of characteriz-
ing the test sample that operates with the same contrast
mechanism as that of the probe under investigation. This
means that there will always be difficulties in interpreting the
relationship between the test sample and the image generated
by the probe. Consider, for example, scanning electron mi-
croscope and atomic-force microscope images of a sample:
Both contain a variety of imaging artifacts4,5 that cannot be
unambiguously interpreted and cross correlated if the sample
is not known beforehand.
In the case of an electron beam lithography tool, however,

the minimum probe size is determined by balancing resolu-
tion against beam current in order to obtain adequate
throughput. The probe size is thus far larger than would be
typical of system designed for imaging and we therefore
have an opportunity to produce an almost ideal test sample.
We have taken advantage of the presence in our lithogra-

phy system6 of a transmission detector to take bright-field
scattering-contrast7 images at a 100 keV beam energy of a
sample of Au islands approximately 30 nm thick on a
100 nm thick SiN membrane. This sample provides a wide
range of feature sizes and generates a high contrast image
under these conditions. The beam writer has a minimum scan
pixel size of 2 nm.
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Images of the same sample were also taken in a transmis-
sion electron microscope (TEM) at the same electron energy
and with a comparable detector geometry (Fig. 1). The reso-
lution in the TEM under the conditions used was approxi-
mately 0.57 nm—far higher than that of the beam writer. The
TEM images thus serve as the known object function.
We note that, even though the identical sample is used in

both systems, subtle differences in contrast can arise from
variations in detector linearity and from differences in detec-
tor geometry. We have determined the importance of the lat-
ter effect by calculating the contrast versus Au thickness of
the two systems (Fig. 2), which shows that there is, at the
most, a 2% difference between the two. The maximum thick-
ness of the Au islands was measured by atomic force micros-
copy to be 30 nm. At small thicknesses there is very little
difference in transmission since very thin films will scatter
few electrons outside the detector acceptance angle. At large
thicknesses there is very little difference because thick films
scatter essentially all the incident electrons outside the detec-
tor acceptance angle. In the following discussion we have
assumed that difference is small enough not to require com-
pensation and the results are calculated accordingly.

FITTING ALGORITHM
The PSF fitting algorithm relies on starting with a known

object distribution (TEM image) and estimating the PSF by
comparing the theoretical image distribution (calculated
from the estimated PSF and object distributions) to the mea-
sured distribution (beamwriter image). Figure 3 shows rep-
resentative measured (beam-writer image) and known (TEM
image) distributions.
The first step in the process is to perform a coarse align-

ment between the images using a set of manually selected
matching control points in the two images. This coarse align-
ment corrects magnification, rotation, and offset. The coarse
alignment is then followed by correlation-based fine align-
ment steps to refine the alignment to the subpixel level.8 In
all cases it is the TEM image that is manipulated to coincide
with the exposure tool image. We have chosen this approach
because of the higher resolution and signal-to-noise ratio of
the TEM image. As noted above, the TEM image has a pixel
size of 0.57 nm, whereas the exposure tool image has a pixel
size of 2 nm. Once manipulated, however, the TEM image is
forced to a pixel size of 2 nm matching that of the exposure
tool image. Figure 4 shows the aligned images corresponding
to the source images from Fig. 3.
The next step in the process is to perform the actual fit of

the PSF. This involves the use of a nonlinear least-squares
routine where the error function is the difference between the
theoretical image distribution and the measured (beam-
writer) image distribution. In the results presented here, the
PSF has been functionally described as a Gaussian with vari-
able major and minor axis standard deviations and variable
orientation. We note that we have also tried a combination of
Gaussian and Lorentzian functions, but have determined that
the Lorentzian component is so small that is probably not
statistically significant and have therefore chosen to use only

FIG. 1. Detector geometries in the beamwriter (a) and the TEM (b). The
acceptance angles of the diode detector (beam writer) and the objective
aperture (TEM) determine the details of the image contrast.

FIG. 2. Calculated difference in transmission as a function of thickness for a
Au film for the relevant detector acceptance angles for the beamwriter
!8.3 mrad" and the TEM !12 mrad". The maximum difference is !2%.

FIG. 3. (a) Measured (beamwriter image) distribution of the same area and
(b) known object distribution (TEM image of Au island sample).

FIG. 4. (a) Measured (beamwriter image) distribution of Au island sample
and (b) known object distribution (TEM image) of the same area after scal-
ing and rotation corrections have been applied.
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the Gaussian representation. Because the modeled image for-
mation process is incoherent, the PSF is represented as a
pure amplitude function. Moreover, this incoherent imaging
condition means that it is sufficient to know only the ampli-
tude distribution of the object. If this were not the case, we
would not be able to use the TEM image as a valid represen-
tation of the object as it does not include phase information.
The theoretical image is calculated through a convolution
process between the iteration-dependent estimated PSF and
the known object. Figure 5 shows steps in the fitting process:
The mismatch between the images at the feature edges de-
creases dramatically as the fit becomes better. The figure also
shows that there are areas where the two images do not
match at all (a consequence of diffraction effects in the
TEM), but these are effectively ignored by the least-squares
fitting algorithm. Such areas can also be forced to be explic-
itly ignored by the algorithm by applying a mask to the error
function.
Finally, it is important to note that this method could be

further generalized by removing the requirement that there
be a functional description of the PSF and using instead a
pixel-based description. The drawback with this approach is
that the number of fitting variables increases dramatically
because now every pixel of the PSF is an independent vari-
able. Representing the PSF as a 20"20 pixel array would
yield a total of 400 independent variables. Nevertheless, this
approach is feasible with modern computers and optimiza-
tion techniques and has the potential to reveal asymmetries
in the PSFs.

RESULTS
Figure 6 shows the results of using the fitting algorithm

on a through-focus sequence of images after using the auto-
mated focus and stigmation algorithm. There is a noticeable
ellipticity in the probe shape even at the nominal best focus.
As focus is adjusted the probe aspect ratio remains relatively
constant but, as expected, the size of the probe increases.

FIG. 5. Steps in the PSF fitting process. (a) Reference image from beam-
writer with bounding box indicated, (b) object image from TEM, after scal-
ing and rotation matching, (c) difference image (note the large signal from
the feature edges), (d) difference image after the final (154th) iteration (note
the signal from the feature edges has almost disappeared, and (e) final fitted
image.

FIG. 6. Through-focus images showing variation in PSF as a function of
defocus. The full-width half-maximum (FWHM) and aspect ratio (AR) and
orientation of each PSF are indicated. The FWHM is measured across the
minor axis. An orientation of 0° corresponds to the major axis being vertical.
The axes’ scales are nanometers. The defocus values are 1.9, 3.3, 6.0, and
10.0 #m, respectively, from top to bottom.
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Figure 7 illustrates the effect of introducing a fixed per-
turbation in one of the stigmators and varying focus (the
complete data are given in Table I). At the nominal best
focus the PSF is large, but symmetrical. This point is referred

FIG. 8. Analytic calculation of the PSF for the last image in Fig. 7 (FWHM
11.6 nm, AR=0.52, $=91°). (a) Logarithmically scaled object (TEM) spec-
trum, (b) logarithmically scaled transformed (beamwriter) spectrum, (c)
transfer function, (d) recovered PSF, and (e) PSF recovered without
thresholding.

FIG. 7. Through-focus images showing variation in PSF for a fixed amount
of astigmatism. The full-width half-maximum (FWHM) and aspect ratio
(AR) and orientation of each PSF are indicated. The FWHM is measured
across the minor axis. An orientation of 0° corresponds to the major axis
being vertical. The axes scales are nm.

TABLE I. Values for PSF full-width half-maximum (FWHM), aspect ratio
(AR), and orientation for a series of different defocus values with a constant
astigmatism setting.

Defocus !#m" FWHM (minor axis) Aspect ratio Angle

0.0 15.6 1 NA
−1.8 11.6 0.52 91
0.0 16 1.1 28
1.8 12.4 0.64 −1
3.6 9.2 0.36 1
5.5 8 0.27 1
7.3 9.5 0.26 0
9.1 10.6 0.27 0
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to as the circle of least confusion. As we scan the through
focus, the aspect ratio changes to give a typical astigmatic
probe shape. Note that because we have kept the stigmators
fixed and varied only the focus in the presence of the stig-
mator error the orientation of the PSF does not change until
we go through focus, at which point it jumps 90°. The inter-
mediate angles seen in Table I are a manifestation of the
measurement limits. Based on repeated measurements at the
circle of least confusion we find the precision of the mea-
surement to be approximately ±1 nm peak-to-valley.

DISCUSSION
Because we are using an object that is effectively known,

we could, in principle, extract the PSD analytically instead of
using a numerical estimation technique. In a linear system, as
we have assumed here, the spectrum of the image is simply
the spectrum of the object times the transfer function of the
system. The system transfer function, from which we can
compute the PSD through a Fourier transform, can thus be
recovered by dividing the image spectrum by the object
spectrum. The problem with using this approach in practice,
however, is that it is extremely sensitive to noise as well as
numerical problems related to dividing by extremely small
numbers. The numerical division problem can be mitigated
by ignoring all points falling below some chosen threshold in
the object spectrum, but the noise problem is not so easily
dealt with. Moreover, thresholding is invariably a source of
artifacts as a result of the artificially sharp cutoffs it imposes
in the spectral domain.
Figure 8 shows results obtained using the analytical ap-

proach. In this example we use the images corresponding to
the second focus setting for the astigmatic case described
above. Before calculating the relevant spectra, care must still
be taken to properly prealign the images in magnification and
rotation as described above. The logarithmically scaled ob-
ject (TEM) and image (beam-writer) spectra are shown in
Figs. 8(a) and 8(b), respectively. The calculated transfer
function and PSF are shown in Figs. 8(c) and 8(d), respec-
tively. The recovered PSF suffers from artifacts related to the
spatial domain mask used to select overlapping regions in the
image and object distributions as well as simply providing a
grossly inaccurate representation of the PSF, which should
be about 23 and 12 nm wide along the major and minor axes,
respectively, with the major axis running in the horizontal
direction. For the sake of completeness, the PSF results ob-

tained without the use of thresholding is shown in Fig. 8(e).
Again, the resulting PSF is observed to be meaningless.
It should be pointed out that the Fourier techniques de-

scribed by Zhang et al.2 and Joy3 are extremely useful for
tracking system performance by providing methods of mak-
ing quantitative comparisons of the state of the tool over
time and are relatively simple and quick to implement. Our
approach is more time consuming, but does yield absolute
measures of probe size and shape.

CONCLUSIONS
We have presented details of a probe-shape measurement

technique, including the algorithm, together with a discus-
sion of those factors, such as detector geometry and linearity,
which can influence the accuracy of the results. We have
presented a set of measurements obtained on our system that
illustrate the utility of this method. We have also described
how the approach can be extended to completely arbitrary
PSFs. The results will provide input into interproximity ef-
fect models and assist in the deconvolution of aerial image,
deposited energy, and resist development effects on litho-
graphic resolution. The technique has sufficient sensitivity to
permit the detailed mapping of electron-optical aberrations in
lithography systems that will enable the verification of
electron-optical models and aid in system design.
Future work will address the slight mismatch in the TEM

and beam-writer images due to the differences in illumina-
tion angles and detector aperture sizes in order to improve
the ultimate accuracy of the technique.
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